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RobLoP: Towards Robust Privacy Preserving
Against Location Dependent Attacks

in Continuous LBS Queries
Hongbo Jiang , Senior Member, IEEE, Ping Zhao, and Chen Wang , Member, IEEE

Abstract— With the increasing popularity of location-based
services (LBS), how to preserve one’s location privacy has
become a key issue to be concerned. The commonly used
approach k-anonymity, originally designed for protecting a
user’s snapshot location privacy, inherently fails to preserve the
user from location-dependent attacks (LDA) that include the
maximum movement boundary (MMB) attacks and maximum
arrival boundary (MAB) attacks, when the user continuously
requests LBS. This paper presents RobLoP, a robust location
privacy preserving algorithm against LDA in continuous LBS
queries. The key insight of RobLoP is to theoretically derive
the constraints of both MMB and MAB in a uniform way.
It provides a necessary condition of the pairwise user to be safely
cloaked against LDA. On top of that, RobLoP first identifies those
candidate users who can be cloaked with the requesting user.
RobLoP then searches for a so-called strict point set including the
candidate set and other auxiliary points, as a sufficient condition
under which RobLoP can finally generate the cloaked region
successfully. To the best of our knowledge, RobLoP is the first
work that can preserve location privacy against LDA thoroughly
and closely with a theoretical guarantee. The effectiveness and
superiority of RobLoP to state-of-the-art studies are validated
via extensive simulations on the real trucks data, the synthetic
data, as well as the measured data collected by ourselves.

Index Terms— Location privacy, k-anonymity, continuous LBS
queries, location-dependent attacks.

I. INTRODUCTION

W ITH the current evolvement of mobile devices and
wireless communication technologies, location-based

services (LBS) have been enjoying growing popularity
in recent years [1], [2], where mobile users can enjoy
context-aware features (e.g., finding nearby restaurants from
yelp, or monitoring real-time traffic from Google Maps) at
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all time and places, with their locations provided to the LBS
server. On the downside, the location disclosure when LBS are
provided often implies sensitive personal information such as
one’s life style or visited places, thereby raising severe privacy
concerns [3]. Therefore, how to preserve location privacy has
become a key issue in LBS [4]–[7].

In this paper, we focus on how to preserve location pri-
vacy against, when continuous LBS queries are issued with
k-anonymity technique, the so-called location dependent
attacks (LDA) [8]. In the following, we first briefly introduce
k-anonymity and LDA, and then review existing k-anonymity-
based privacy preserving methods against LDA, followed by
our contributions.

A. k-Anonymity and LDA
k-Anonymity [9] employs a trusted anonymizer to blur a

user’s exact location into a large enough cloaked region (CR)
geographically such that the user’s location cannot be distin-
guished from at least (k − 1) other users in this CR. Beside
the requirement of at least (k − 1) other users, k-anonymity
always demands another important requirement, the so-called
privacy area constraint denoted by Amin. The smaller the
area constraint is, the more vulnerable the query results are,
because a random point in the query location region is closer
to users’ precise locations. That is why the k-anonymity
mechanism requires that the area of the generated CR should
be greater than Amin [10]–[12]. Fig. 1(a) shows an example
of 2-anonymity, where two users u1 and u4 are cloaked in the
CR Ru1,ti+1 (cf. the purple circle) at time ti+1. In parallel,
max(Au1,min, Au4,min) ≤ ARu1,ti

where ARu1,ti
is the area

of the CR generated by the trusted anonymizer. Then LBS
queries of u1 and u4 are finally aggregated and sent to the
LBS server (achieving 2-anonymity) as shown in Fig. 1(a).
It is possible that such a CR cannot be generated due to the
requirements, and in that case, no query will be sent from the
trusted anonymizer to the LBS server. Instead, the anonymizer
gives back the negative messages in response to the users’
requests.

One common limitation of most previous k-anonymity-
based privacy preserving techniques [10], [11], [13], [14] is
that they only deal with snapshot user locations (i.e., one-shot
queries), while neglecting privacy disclosure when continuous
LBS queries are launched (i.e., one’s locations are continu-
ously updated). Concretely speaking, as shown in Fig. 1(b), u1

issues a LBS query at ti (i.e., a one-shot query), and is cloaked
with u2 in CR Ru1,ti . Then u1 issues another LBS query
at ti+1, and is cloaked with u4. When the attacker has the prior
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Fig. 1. Illustration of k-anonymity, LDA, challenges as well as solutions, k = 2. (d) (e) IClique successfully protects users’ privacy. (g) (h) False-negative
case in IClique. To be general, we assume the privacy area constraint Au1,min of u1 is all the same. (a) An example of 2-anonymity. (b) An example of
LDA. (c) Legend. (d) IClique against MMB attacks. (e) IClique against MAB attacks. (f) Constraints among MMB, MAB and CRs. (g) IClique against MAB
attacks. (h) IClique against MAB attacks. (i) RobLoP against LDA.

knowledge of the last CR Ru1,ti and maximum movement
speed vu1 of the user u1 (induced from various sources, e.g.,
speed-limit), he can infer u1’s maximum movement boundary
(MMB, cf. the black dotted circle) MMBu1 at ti+1 that extends
Ru1,ti by a radius of vu1(ti+1 − ti), and further infer that
u1 must be located in the overlapped area of MMB and
CR Ru1,ti+1 (cf. the small purple circle) at time ti+1. Like-
wise, the attacker can infer u1’s maximum arrival boundary
(MAB, cf. the purple dotted circle) MABu1 that extends
Ru1,ti+1 by vu1(ti+1− ti), and therefore deduce that u1 must
be located in the intersection region of MAB and CR Ru1,ti at
time ti. That is, u1’s location has been undesirably disclosed.
The former is called MMB attacks and the latter is called
MAB attacks. MMB and MAB attacks together are referred
to as LDA [8].

Note that LDA, in a broad sense, can be regarded as spatio-
temporal correlation attacks in the context of continuous LBS,
which almost all existing location privacy preserving mech-
anisms may suffer from when continuous LBS queries are
issued (detailed in Section IV-C). In our paper, LDA is referred
to as, in a narrow sense, the spatio-temporal correlation attacks
when location k-anonymity is used in continuous LBS as in
the existing work [8].

B. Existing Efforts on Privacy Preserving Against LDA

MMB/MAB Constraints: To fight against MMB attacks,
most studies exploited the practical so-called MMB con-
straint, where Ru1,ti+1 ⊆ MMBu1 , exemplified by Fig. 1(d)

(denoted as Cu1,ti+1), which is a sufficient condition against
MMB attacks [8], [15]–[18]. Likewise, the MAB constraint
where Ru1,ti ⊆ MABu1 exemplified by Fig. 1(e) is demanded
for the resistance against MAB attacks [8].

MMB Attacks: Accordingly, a number of methods have
strived to protect users’ location privacy in response to MMB
attacks. For instance, Cheng et al. [15] proposed to enlarge
Ru1,ti+1 to cover Ru1,ti . Another solution in [16] strived to
postpone the queries until the MMB grows large enough to
fully contain Ru1,ti+1 . Alternatively, Hashem et al. [17] pro-
posed to generate the CR so that users are not in the overlapped
region of the MMB and CR. Besides, Nguyen et al. [18]
proposed to generate the CR contained inside the MMBs.
Regardless, we surprisingly find few efforts in response to
MAB attacks.

LDA Attacks: One attempt against MAB attacks is a follow-
up study called IClique [8] performed in an ad hoc way.
It considers against MMB attacks at first, by finding a circle
Cu1,ti+1 (i.e., a candidate CR) including u1 and no less than
(k − 1) other users inside MMB (cf. the small purple dashed
circle in Fig. 1(d)), satisfying the MMB constraint, similar
to [18]. Next it turns to dealing with MAB attacks by gradually
enlarging Cu1,ti+1 until its correlated MAB can cover Ru1,ti

to satisfy the MAB constraint, which is shown in Fig. 1(e)).
Unfortunately, we capitalize that IClique with this ad hoc

way leads to gratuitous “false-negative” cases. For example,
when locations of u1 and other users around are as shown
in Fig. 1(g), the enlarged Cu1,ti+1 in Fig. 1(h) (i.e., Ru1,ti+1)
cannot meet the u1’s area constraint Au1,min (i.e., the area of
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the shadow area in Fig. 1(h) is less than Au1,min). As such,
u1 cannot be cloaked by IClique. We reveal that this ad hoc
way lacks a thorough understanding of the inter-condition
between MMB and MAB constraints. As a matter of fact, u1

could be cloaked (satisfying both MMB and MAB constraints)
as long as having a proper CR as shown in Fig. 1(i) (we will
elaborate the procedures to generate such a CR in Section III).

C. Challenges and Our Approach

In this paper we propose RobLoP, a Robust algorithm that
can preserve Location Privacy against LDA, when continuous
LBS queries are issued with k-anonymity. Our key idea is
to deal with the inter-condition between MMB and MAB
constraints in a uniform way, as mentioned in Section I-B.
Though the basic idea sounds straightforward, we are facing
the following challenges.

(1) It is non-trivial to identify at least (ku1 − 1)1 other
users who can be cloaked with u1, considering both MMB
and MAB constraints simultaneously, due to a chicken-and-
egg problem: the specific privacy preserving requirements have
to be deduced on the basis of the obtained Ru1,ti+1 , while our
aim is to generate Ru1,ti+1 .

(2) It is not straightforward to generate the CR against LDA,
even giving (ku1−1) other users who can be cloaked with u1,
as there is no guarantee whether a circle covering those users
is a valid CR or not.

To the best of our knowledge, RobLoP is the first work aim-
ing at preserving location privacy against LDA in a uniform
way. To address the first challenge, by the in-depth analysis
deduced constraints among Ru1,ti , Ru1,ti+1 , MMB, and MAB,
RobLoP can avoid “false-negative” cases (cf. Theorem 1 in
Section II-D). For the sake of practice we convert those con-
straints at time ti+1 to the constraints at time ti (cf. Theorem 2
in Section III-A). As for the second challenge, we search
for a so-called strict point set (cf. Section III-B), such that
the smallest circle covering the strict point set can be used
to generate a valid CR (cf. Section III-C). In addition, one
benefit of considering the inter-condition between MMB and
MAB constraints is that, according to Theorems 1 and 2,
RobLoP is able to desirably mitigate the heavy load on the
trusted anonymizer by excluding as many unqualified queries
as possible (will be shown in Section V). As an intuitive
example, u3 in Fig. 1(i) at time ti is far away from u1, which
implies that u3’s query should be excluded, and thus is not
considered to be cloaked with u1’s query at time ti+1.

The remainder of this paper is as follows. Section II gives
an overview of our problem and solution. Section III describes
the proposed algorithm, followed by some discussions in
Section IV. Section V describes the performance evaluation.
Finally Section VI concludes the paper.

II. PRELIMINARY

A. System Architecture

The overall system architecture is shown in Fig. 2, which
consists of three entities: a set of mobile users, the trusted
anonymizer, and the LBS server.

1Here we assume the diversity that u1 requests ku1 -anonymity, u2 requests
ku2 -anonymity, and so on.

Fig. 2. System architecture.

Mobile Users: A user sends the LBS query q =
{id, (x, y), (k, Amin, dt), C} to the anonymizer, where id is
the user’s identity, (x, y) is the location of the user, C
represents the query content, and (k, Amin, dt) are privacy
parameters. k means the CR must contain at least (k − 1)
other users, Amin means the area of the CR should be larger
than Amin, and dt is the maximum tolerable cloaking delay.
Every user is allowed to set the parameters based on his own
privacy preserving requirements.

Anonymizer: The anonymizer is assumed to be well-trusted,
and the communication between users and the anonymizer
is secure as in most prior studies [13], [19], [20].2 Upon
receiving the LBS query from a user (e.g., query qu1 from u1),
the anonymizer seeks for no less than (ku1 − 1) users around
u1, generates the CR where all users’ location privacy is pro-
tected against LDA, and finally sends the cloaked/aggregated
LBS query q′u1

= {id, R, C} to the LBS server.
LBS Server: The LBS server is generally considered semi-

trusted [21], [22]. LBS server searches the results according to
R and C, and sends them to the anonymizer. The anonymizer
then forwards related results to the corresponding users.

Note that we mainly address those kinds of LBS applica-
tions where users send LBS queries containing their locations
to the LBS server, and the LBS server searches results based
on users’ locations and returns results to users. For example,
users query nearby restaurants from yelp, or request for real-
time traffic from Google Maps, etc.

B. LDA Model

Consider any two successive queries of u1 at time ti and
ti+1 (i ∈ (1, 2, . . . )). A potential LDA adversary can be any
party (e.g., other users or the LBS server), provided owing the
following background information:

1) the centers and radiuses of the CRs Ru1,ti and Ru1,ti+1 ;
2) the maximum moving speed vu1 of u1 from ti to ti+1.
The attacker launches LDA by computing the intersection

region of MMB and Ru1,ti+1 (resp. MAB and Ru1,ti) where
u1 is located at time ti+1 (resp. ti). Specifically, either (1)
Ru1,ti+1

⋂
MMBu1 �= Ru1,ti+1 , or (2) Ru1,ti

⋂
MABu1 �=

Ru1,ti will yield an LDA attack that could disclose the
location privacy of u1 [8], [15]. Take Fig. 1(b) for an instance,
Ru1,ti+1 � MMBu1 , resulting in MMB attacks. Likewise,
Ru1,ti � MABu1 , leading to MAB attacks.

Our aim is to prevent LDA adversaries from disclosing u1’s
location privacy via narrowing u1’s CRs with the help of MMB

2This is practical as many existing protocols such as SSL and TLS
can be adopted to guarantee the secure communication between users and
anonymizer.
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Fig. 3. Three cases of a specific user u1, yielding three different privacy preserving requirements to make the CR locally safe. (a) Case 1. (b) Case 2.
(c) Case 3.

and MAB. Note that here we only make a coarse-grained
estimation of MMB and MAB (vu1Δtu1 ), without considering
the particular constraint of road networks. The state-of-arts
that study users’ mobility in road networks [23], [24] can
be directly applied to our work to obtain a more accurate
estimation of the MMB and MAB, which is also validated in
Section V-G.

C. Safe CR

Assume u1, u2, . . . , uk requesting LBS are cloaked in a CR
Rti+1 to form a k-anonymity at time ti+1. According to the
LDA model, we have:

Definition 1: Rti+1 is locally safe for a requesting user u1,
iff both (1) the MMB constraint Rti+1 ⊆ MMBu1 , and (2) the
MAB constraint Ru1,ti ⊆ MABu1 , are satisfied.

Then to enable u1 in Rti+1 to be indistinguishable from at
least (ku1 − 1) other users, it is required that all other users
should also conform to both the MMB and MAB constraints.
That is, we have:

Definition 2: Rti+1 is safe, iff for every user uj (j =
1, . . . , k), both Rti+1 ⊆ MMBuj and Ruj ,ti ⊆ MABuj are
satisfied. Rti+1 is called a safe CR.

Before obtaining a safe CR, at least (k− 1) qualified users
should be identified in the first place. To that end, we explore
in the following on what conditions a given CR is locally
safe for a specific user u1 (cf. Theorem 1), which is also the
theoretical foundation leading to how RobLoP can practically
identify the qualified users (cf. Theorem 2).

D. Privacy Preserving Requirements

Denote ou1,ti (resp. ou1,ti+1 ) and ru1,ti (resp. ru1,ti+1) the
center and the radius of Ru1,ti (resp. Ru1,ti+1 ), and let Δru1 =
|ru1,ti − ru1,ti+1 |, Δtu1 = (ti+1 − ti). We can derive the
following:

Theorem 1: Given Ru1,ti (i.e., ou1,ti and ru1,ti), to ensure
Ru1,ti+1 is locally safe for u1, the following relations should
be satisfied for Ru1,ti+1 (i.e., ou1,ti+1 and ru1,ti+1 ):

|ou1,tiou1,ti+1 | ≤ min{vu1Δtu1 + Δru1 , vu1Δtu1 −Δru1}
(1)

where | · | represents the Euclidean distance of two points.
Proof: According to the relationship between the max-

imum moving distance (i.e., vu1Δtu1 ) and ru1,ti , there are
three cases for a specific user u1 (cf. Fig. 3 for instance).
We consider privacy preserving requirements to make Ru1,ti+1

locally safe for u1 in each case. For the ease of description,
we introduce two auxiliary circles. The black dashed circle

denoted by O which has the same size with Ru1,ti , is tangent
to MMBu1 at point e, and it intersects the lateral axis (at
point b). The black dashed circle centering at ou1,ti with the
radius |ou1,tib| is denoted by O′

u1
.3 Based upon O and O′

u1
,

we next show the privacy preserving requirements in each
case. Without loss of generality, we assume that u1 is moving
right.

Case 1: vu1Δtu1 ≤ ru1,ti . That is, ou1,ti+1 is within Ru1,ti ,
as shown in Fig. 3(a) where, apparently, |ec| = |ca| =
vu1Δtu1 . If Ru1,ti+1 is locally safe with respect to the MAB
constraint, Ru1,ti should be in MABu1 (in Fig. 3(a), Ru1,ti

is contained in MABu1). To that end, ou1,ti+1 can not be
far away from ou1,ti . Formally speaking, |ou1,tiou1,ti+1 | ≤
ru1,ti+1 − |ou1,tia|.

On the other hand, with respect to the MMB constraint,
Ru1,ti+1 should be in MMBu1 (in Fig. 3(a), Ru1,ti+1 should
be within MMBu1). In this sense, the largest distance between
Ru1,ti+1 and ou1,ti should meet |ou1,tiou1,ti+1 | + ru1,ti+1 ≤
ru1,ti + vu1Δtu1 .

In summary, by geometric transformations, we can get

|ou1,tiou1,ti+1 | ≤ min{vu1Δtu1 + Δru1 , vu1Δtu1 −Δru1}
(2)

Case 2: ru1,ti ≤ vu1Δtu1 ≤ 2ru1,ti . Fig. 3(b) shows an
example where we have |ec| = |ca| = vu1Δtu1 . Similar to
Case 1, Ru1,ti+1 can not be far away from Ru1,ti such that
|ou1,tiou1,ti+1 | ≤ ru1,ti+1 + |ou1,tia|.

With respect to the MMB constraint, Ru1,ti+1 should be in
MMBu1 , as shown in Fig. 3(b). Similar to Case 1, we have
|ou1,tiou1,ti+1 |+ ru1,ti+1 ≤ ru1,ti + vu1Δtu1 .

In summary, by geometric transformations, we can find

|ou1,tiou1,ti+1 | ≤ min{vu1Δtu1 + Δru1 , vu1Δtu1 −Δru1}
(3)

Case 3: 2ru1,ti ≤ vu1Δtu1 . Please cf. Fig. 3(c) as an
illustrative example. With the analysis similar to Cases 1 and
2, we have |ou1,tiou1,ti+1 |+ ru1,ti+1 ≤ ru1,ti + vu1Δtu1 .

At last, by geometric transformations, we have

|ou1,tiou1,ti+1 | ≤ min{vu1Δtu1 + Δru1 , vu1Δtu1 −Δru1}
(4)

Combining (2) ∼ (4), Theorem 1 holds.
Theorem 1 presents the privacy preserving requirements of

Ru1,ti+1 being locally safe for a specific user u1, but these
requirements cannot be utilized to identify other users who

3Hereafter we name O′
u1

as the center circle.
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can be cloaked with u1 in a safe CR, due to a chicken-and-egg
problem. Specifically, the privacy preserving requirements are
deduced on the assumption that Ru1,ti+1 has been obtained,
while our aim is to generate Ru1,ti+1 . To address this problem,
we propose to convert the constraints on Ru1,ti+1 in Theorem 1
to the constraints on CR at time ti of each user around
u1 (cf. Theorem 2), such that the candidate users cloaked
together with u1 can be identified practically (detailed in
Section III-A).

III. ROBLOP ALGORITHM

The basic idea behind RobLoP is straightforward: for a
requesting user u1, RobLoP strives to generate a safe CR
which contains at least (ku1 − 1) other users cloaked with u1,
and meanwhile meets the privacy parameter Au1,min. To that
end, RobLoP mainly consists of four steps:

(a) Identifying Candidate User Sets. The first step of
RobLoP is to exploit the constraints in Theorem 1 of a
given pairwise user if they can be safely cloaked against
LDA. On top of that, RobLoP identifies those candidate users
cloaked with the requesting user. These candidate users along
with the requesting user are grouped to form the so-called
candidate user set.

(b) Searching for Strict Point Sets. For the candidate user
set, it is not sufficient to guarantee that the smallest circle
bounded by it is a safe CR. To address this issue, we purposely
search for a so-called strict point set including all users
and some other auxiliary points such that the smallest circle
bounded by this set is a safe CR.

(c) Generating the Safe CR. A provably safe CR can be
finally generated via the circle covering the strict point set.
It is noted that u1 may belong to more than one candidate
user set, yielding multiple safe CRs. In this case, the largest
safe CR meeting the area constraint is selected as the final
output.

(d) Updating Sub-candidate User Sets. After generating
the safe CR, users with expired queries or who are successfully
cloaked are then deleted from the sub-candidate user sets.
By doing so, sub-candidate user sets can be updated timely
while retaining intermediate results for subsequent queries.

A. Identifying Candidate User Sets

To find at least (ku1 − 1) users cloaked with u1, we elab-
orately convert the constraints with Ru1,ti+1 (at time ti+1) in
Theorem 1, to the constraints with Ru1,ti of each user cloaked
with u1, as presented in the following theorem.

Theorem 2: If two users denoted by u1 and u2 can be
cloaked in one safe CR, we have

T
u1,u2

≤ vu1Δtu1 − |ru1,ti − ru2,ti |+ vu2Δtu2 (5)

2 max{ru1,ti , ru2,ti} ≥ |u1,ti+1u2,ti+1 | (6)

where Tu1,u2
is the distance between the centers of Ru1,ti and

Ru2,ti , and |u1,ti+1u2,ti+1 | represents the distance between u1

and u2 at time ti+1.
Proof: See the Appendix.

Theorem 2 provides a practical means to exclude the user
who can not be cloaked with u1. Intuitively, if u1 is far away
from u2 at time ti, Formula (5) could be violated. Likewise,
if u1 is far away from u2 at time ti+1, Formula (6) could be

Algorithm 1 Searching the Candidate User Set
Input sub-candidate user sets Ωsub, and a new querying

user ui

Output candidate user sets Ω
1: find out these users (denoted by uj) that meet Formulas (5)

and (6), set U ′
i ← uj

2: for each sub-candidate user set Θsub,j in Ωsub do find
user ul, ul ∈ U ′

i , and ul ∈ Θsub,j , then Cj ← ul. Last
Cj ← ui

3: for each Cj do
4: if cardinality of Cj , V (Cj) ≥ kmax then Ω← Cj
5: return Ω

violated. We next focus on how to exploit Theorem 2. To that
end, we give:

Definition 3: Assume a user set {u1, u2, . . . , uj} where any
two users satisfy both constraints of Formulas (5) and (6).
If kmax = max(ku1 , ku2 , . . . , kuj ) ≤ j, this set is a candidate
user set of u1 denoted by Θ, otherwise is u1’s sub-candidate
user set, denoted by Θsub.

Here any pair of users in the candidate user set Θ and
sub-candidate user set Θsub should satisfy the constraints of
Formulas (5) and (6), because u1’s location privacy may be
disclosed if any other user’s location privacy in Θ and Θsub

is disclosed. In this sense, Θ and Θsub are also the candidate
user set and sub-candidate user set for any other user therein.
Note that, there may be more than one candidate user set and
sub-candidate user set for u1.

According to Definition 3, we can easily deduce that, if a
user ul1 with each of the users u1, u2, . . . , ul2 in Θsub meet
the constraints of Formulas (5) and (6), the set containing
u1, u2, . . . , ul2 , ul1 is also a sub-candidate user set. On this
basis, we propose Algorithm 1 to search the candidate user
sets whenever a user (ui) issues a new LBS query. The first
step is to find these users each of which and ui meet the
constraints of Formulas (5) and (6) (Line 1). Then we try to
find ui’s sub-candidate user sets (Line 2). Last we search for
the candidate user sets according to kmax (Lines 3-4).

Take Fig. 4 as an example, kuj = 3, j = (1, . . . , 5).
When u1 queries LBS at time t1, there is no user waiting
to be cloaked (cf. Fig. 4(a)). So the sub-candidate user set
Θsub = {u1}, and u1 has to wait to be cloaked until its
query is expired as the cardinality of Θsub is less than
ku1 (i.e., V (Θsub) < ku1 ). Then another user (u2) requests
for LBS at t2. We first identify whether u2 and u1 meet
Formulas (5) and (6) (cf. Fig. 4(b)). If so, Θsub = {u1} is
updated to be Θsub = {u1, u2} (cf. Fig. 4(c)). As V (Θsub) <
max(ku1 , ku2), both u1 and u2 have to wait. Then another
user u3 queries LBS at t3. We first check whether u3 and u1,
u2 meet the constraints in Formulas (5) and (6) (cf. Fig. 4(c)),
and update Θsub = {u1, u2} to Ωsub = ({u1, u2}, {u1, u3})
where Θsub,1 = {u1, u2} and Θsub,2 = {u1, u3}. Similarly,
as V (Θsub,2) < max(ku1 , ku3), u1, u2 and u3 have to wait.
Thereafter u4 queries LBS at t4 (cf. Fig. 4(d)). We first identify
whether u4 and u1, u2, u3 meet Formulas (5) and (6), and
update Ωsub to Ωsub = ({u1, u2}, {u1, u3, u4}) Θsub,1 =
{u1, u2} and Θsub,2 = {u1, u3, u4}. Since V (Θsub,2) ≥
max(ku1 , ku3 , ku4), so set {u1, u3, u4} is a candidate user set
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Fig. 4. Illustration of Algorithm 1, with kuj = 3, j = (1, 2, . . . , 5). (a) Θsub = {u1} at time t1. (b) Θsub = {u1, u2} at time t2. (c) Ωsub =
({u1, u2}, {u1, u3}) at time t3. (d) Ωsub = ({u1, u2}, {u1, u3, u4}) at time t4. (e) Θsub = {u2}, Θ = {u1, u3, u4}.

of u1, u3, and u4, and we further update Ωsub to Ωsub =
({u2}) (cf. Fig. 4(e)).

Next, we study the time complexity of Algorithm 1. Denote
the number of sub-candidate user sets in Ωsub by No(Ωsub),
and the number of sets Cj by Ns(Cj). The two for-loop itera-
tions in Line 2, and Lines 3-4 incur O(No(Ωsub)), O(Ns(Cj))
computation cost. In Line 1, the algorithm has to search for
the qualified users from all the querying users at the worst
case. Thus Line 1 incurs O(N) time complexity at most
(N is the number of querying users). In summary, the time
complexity of Algorithm 1 is O(N), since No(Ωsub) 	 N
and Ns(Cj)	 N .

B. Searching for Strict Point Sets

The candidate user set guarantees that a safe CR covering
this set exists, but the smallest circle bounded by the set
may not be a safe CR. Please cf. Fig. 16(a) as an illustrative
example. We assume that the privacy requirement of u1 and
u2 is kmax = max(ku1 , ku2) = 2, and Θ = {u1, u2}
is a candidate user set. According to Theorem 1, the safe
CR for u1 and u2 at time ti+1, Ru1,u2,ti+1 should meet:
Ru1,u2,ti+1 ∩ O′

u1
�= , and Ru1,u2,ti+1 ∩ O′

u2
�= (O′

u1
and

O′
u2

are center circles). However, the smallest circle bounded
by locations of u1 and u2 at time ti+1 obviously does not
intersect with O′

u1
, and thus is not a safe CR.

Before digging into the safe CRs, in this subsection,
we focus on searching for the so-called strict point set based
on which the safe CR can be generated. Briefly speaking, this
point set is the vertex set of a convex hull where the convex
hull of a plane point set is the smallest convex polygon that
covers all the points in the point set [25], [26]. It has been
proved, in [25] and [26], that there is one and only one convex
hull for a given plane point set.

For the candidate user set, all locations constitute a plane
point set and there exists one corresponding convex hull.
As above-mentioned, it is not sufficient to guarantee that a
circle covering all candidate users within it can be a safe
CR. To address this problem, we propose the strict point set
(derived from an updated convex hull) such that the circle
covering the set is locally safe. Recall that in the proof
of Theorem 1, in Case 1, the safe CR should contain the
center circle O′

u1
, and in Cases 2 and 3, the safe CR must

intersect with O′
u1

. Accordingly, we define the strict point set
as follows.

Definition 4: Assume a candidate user set Θ =
{u1, u2, . . . , un}, with the corresponding plane point set
and convex hull � and H . To be general, we assume
vuj Δtuj ≤ ruj ,ti (j ∈ (1, . . . , l), l < n) (i.e., Case 1), and
vuj Δtuj > ruj ,ti (j ∈ (l + 1, . . . , n)) (i.e., Cases 2 and 3).
Then, the Strict Point Set Υ is the set of the vertexes on
convex hull H updated with the following point p:

Fig. 5. Searching for the strict point set.

∀ user uj , j ∈ (1, . . . , l)

|pouj ,ti | = ruj ,ti − vuj Δtuj (7)

∀ user uj , j ∈ (l + 1, . . . , n)

|pouj ,ti | = ruj ,ti − (2ruj ,ti − vuj Δtuj )
arg min |pH | (8)

where |pH | is the minimum distance between p and H .
Intuitively, points on the center circle O′

uj
in case of Case 1

(defined in Formula (7)) and the point on the center circle O′
uj

nearest to the convex hull H (defined in Formula (8)) are added
to the plane point set � to update the convex hull H . Then
the vertices of the updated convex hull H is the strict point
set. Please cf. Fig. 5 as an illustrative example, where u1, u2,
u3 constitute a candidate user set, with their locations as a
plane point set � = {lu1 , lu3 , lu2}. The convex hull of � is
H={−−−→lu1lu3 ,

−−−→
lu3 lu2 ,

−−−→
lu2 lu1}. Assume 0 < vu1Δtu1 ≤ ru1,ti ,

ru2,ti ≤ vu2Δtu2 ≤ 2ru2,ti , 2ru3,ti ≤ vu3Δtu3 . Points e and
f on O′

u3
and O′

u2
(i.e., the |ou3,tie|-radius (resp. |ou2,tif |-

radius) circle centering at ou3,ti (resp. ou2,ti) in Fig. 5) are
nearest ones to H . As such, e, f are added to plane point
set �. Similarly, points on center circle O′

u1
(|ou1,tig|-radius

circle centering at ou1,ti ) are also added to �. Thereafter,
we accordingly update H with e, f , and points on center
circle O′

u1
, and the updated convex hull is H = {−−→elu3 ,−−→

lu3f ,
−−→
flu2 ,

−−→
lu2g,

−−→
glu1 ,

−−→
lu1e}. As such, the strict point set is

Υ = {lu1 , lu3 , lu2 , e, f, g}.

C. Generating the Safe CR

In this subsection, we focus on generating the safe CR from
a given strict point set, as elaborated in Algorithm 2.

Theorem 3: Given a strict point set Υ, there exists only one
minimum circle C covering Υ. Besides, if there exist only
two points pτ1 and pτ2 (τ1 �= τ2) on the boundary of C,
the diameter of C, dC = |pτ1pτ2 |; If there exist only three
points pτ1 , pτ2 and pτ3 (τ1 �= τ2 �= τ3) on the boundary of C,
the triangle pτ1pτ2pτ3 is not an obtuse triangle.

Proof: 1) We first prove there exists only one minimum
circle covering the strict point set Υ.
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Fig. 6. Illustrative examples for (a) the existence of the minimum circle,
(b) the case where only two points on the minimum circle, and (c) the case
where only three points on the minimum circle.

Assume there are two minimum circles covering Υ (the pink
and yellow circles in Fig. 6(a)), and they intersect at ω1 and ω2.
So a |ω1ω2|

2 -radius circle centering at point � (denoted by C)
can cover the overlapped region of the two minimum circles,
and thus cover the strict point set Υ. Obviously, the circle C
is smaller than the two minimum circles. Therefore, there is
only one minimum circle C covering Υ.

2) Next, we turn to prove when only two or three points
in Υ are on C’s circumference, these points satisfy the
constraints defined in this theorem. Denote the |ω′

1ω′
2|

2 -radius
circle centering at point �′ as C′ (cf. Fig. 6(b)).

(a) Only two points pτ1 and pτ2 in Υ are on C′’s cir-
cumference. If |pτ1pτ2 | �= |ω′

1ω
′
2| (cf. Fig. 6(b)), C′ can be

narrowed in the direction that is perpendicular to the line
pτ1pτ2 . Thus, C′ is not the minimum circle (i.e., C′ �= C).
If |pτ1pτ2 | = |ω′

1ω
′
2|, C′ cannot be narrowed and thus is

the minimum circle (i.e., C′ = C). In summary, when only
two points pτ1 and pτ2 in Υ are on the circumference of the
minimum circle C, the diameter of C meets dC = |pτ1pτ2 |.

(b) Only three points pτ1 , pτ2 and pτ3 in Υ are on C′’s cir-
cumference. If |pτ1pτ2 | = |ω′

1ω
′
2|, according to case (a) above,

C′ is the minimum circle (i.e., C′ = C), and pτ1pτ2pτ3

is a right triangle. Otherwise (cf. Fig. 6(c)), (i) if pτ3 ∈
arc ̂p′τ1

pτ2p
′
τ2

, C′ can be narrowed in the direction that is
perpendicular to the line p′τ1

p′τ2
, and thus C′ �= C; (ii) if

pτ3 ∈ arc p̂′τ1
p′τ2

, C′ cannot be narrowed (i.e., C′ = C), and
pτ1pτ2pτ3 is an acute triangle. In summary, when C′ = C,
pτ1pτ2pτ3 is not an obtuse triangle.

In summary, Theorem 3 holds.
Theorem 3 shows that the minimum circle covering the strict

point set is determined by the most distant two points, or the
three points consisting an acute-angled triangle.

Moreover, according to the definition of safe CR (cf. Defi-
nition 2), we have:

Theorem 4: The minimum circle covering each strict point
set is a safe CR.

Proof: Assume a candidate user set Θ = {u1, u2, . . . , un},
the strict point set for Θ is Υ, and the corresponding minimum
circle is C. According to the definition of safe CR, to prove
that C is a safe CR, we will prove C satisfies both MMB
and MAB constraints simultaneously. Namely, for ∀ user uj

(j ∈ (1, . . . , n)), C ⊆ MMBuj and Ruj ,ti ⊆ MABuj .
(1) First, we prove C satisfies MMB constraint, i.e., for ∀

user uj (j ∈ (1, . . . , n)), C ⊆ MMBuj .
(a) The locations of users u1, u2, . . . , un, according to

Definition 3, are in MMBuj (j ∈ (1, . . . , n)).
(b) The strict point set for Θ is obtained through adding

points on the center circles to the set of users’ locations

3Γ(a, b, c) =
�

(a + b + c)(a + b − c)(a − b + c)(−a + b + c)

Algorithm 2 Generating the Safe CR
Input Υ
Output the minimum circle C (radius Cr, center Ccen)
1: find out two points p̂τ1 , p̂τ2 , such that |p̂τ1 p̂τ2 | =

argmax{|pτ1pτ2 |}, then Cr = |p̂τ1 p̂τ2 |/2, Ccen =
((p̂τ1 .x + p̂τ2 .x)/2, (p̂τ1 .y + p̂τ2 .y)/2).

2: if pj /∈ C then
3: find out three points p̂τ1 , p̂τ2 , p̂τ3 , such thatp̂τ1 p̂τ2 p̂τ3

is an acute-angled triangle, ∀ pi ∈ Υ, then Cr =
|p̂τ1 p̂τ2||p̂τ1 p̂τ3||p̂τ3 p̂τ2 |/Γ(p̂τ1, p̂τ2 , p̂τ3)3, Ccen =
((p̂τ1 .x+ p̂τ2 .x+ p̂τ3 .x)/3, (p̂τ1 .y+ p̂τ2.y+ p̂τ3.y)/3).

4: return C

(cf. Definition 4), and these points are in MMBuj , (j ∈
(1, . . . , n)) (proved in Theorem 2).

Thus, combing (a) and (b), points in the strict point set Υ are
in MMBuj (j ∈ (1, . . . , n)). Furthermore, the largest distance
from ouj ,ti (i.e., the center of MMBuj ) to the minimum circle
C constricted by Υ is (ruj ,ti + vuj Δtuj ) (i.e., the radius of
MMBuj ). Therefore, C satisfies MMB constraint.

(2) Second, we prove C satisfies MAB constraint, i.e., for
∀ user uj (j ∈ (1, . . . , n)), Ruj ,ti ⊆ MABuj .

(a) According to Theorem 1, to satisfy the MAB constraint,
in Case 1, the CR should include the center circle O′

u1
, and

in Cases 2 and 3, the safe CR must intersect with O′
u1

.
(b) According to Definition 4, at least one point on the

center circle O′
u1

in Case 1 and all points on the center circle
O′

u1
in Cases 2 and 3 are included in the strict point set Υ,

thereby in the minimum circle C.
In summary, the corresponding MAB for C includes Ruj ,ti ,

(j ∈ (1, . . . , n)). Namely, C satisfies MAB constraint.
To sum up, Theorem 4 holds.
Algorithm 2 depicts the main idea of generating safe CR.

In Algorithm 2, Line 2 dominates the computation cost,
incurring O(No(Υ)) cost (No(Υ) is the number of points
in Υ).

Note that there may be several safe CRs for the requesting
user u1, since there may be several candidate user sets of u1.
Each of the obtained safe CRs above only satisfies kmax, but
may not meet max(Amin).4 Thus, next we focus on selecting
one safe CR that meets both kmax and max(Amin) as the
final output. When we output the CR with maximum area,
more users’ location privacy can be protected. But the quality
of LBS (QoS) degrades with the size of CR. Thus it is a trade-
off between QoS and the privacy preservation, and both the
CR with minimal area and the CR with maximum area can
be selected as the final output, with their respective pros and
cons. In the following, we select the CR with maximum area
as the final output, to provide stronger privacy preservation.

Specifically, (1) if there exists more than one safe CR whose
area (denoted by Area) is larger than max(Amin), we select
the safe CR with maximum area as the final output; (2) if
not, then in each safe CR whose Area larger than u1’s Amin,
we delete the users whose Amin > Area one by one until
the updated max(Amin) less than the updated Area. If there

4Assume users u1, u2, . . . , un are cloaked in one CR, and then
max(Amin) = max{Au1,min, Au2,min, . . . , Aun,min}.
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Fig. 7. Illustration of updating candidate user sets. (a) Before updating. (b)
After updating.

Algorithm 3 Update Sub-Candidate User Sets
Input sub-candidate user sets Ωsub, and a successfully

cloaked user ui

Output sub-candidate user sets Ωsub

1: for each Θsub,j ⊂ Ωsub do
2: if ui ∈ Θsub,j then update Θsub,j by removing ui

3: for each updated Θsub,j do
4: for each updated Θsub,j′(j′ �= j) do
5: if Θsub,j′ ⊆ Θsub,j then remove Θsub,j′ from Ωsub

6: if Θsub,j ⊆ Θsub,j′ then remove Θsub,j from Ωsub

7: return Ωsub

exists one or more safe CR whose cardinality vol ≥ kmax,
we select the safe CR with maximum area as the final output;
(3) otherwise, in each updated safe CR whose cardinality
ku1 < vol < kmax, we remove the users whose k > vol
one by one until ku1 ≤ kmax ≤ vol, and repeat step (1). Note
that if the cardinality (resp. the area) of each safe CR is less
than u1’s ku1 (resp. Amin), all users in these safe CRs are
not successfully cloaked, and have to wait for being cloaked
before their queries are expired.

D. Updating Sub-Candidate User Sets

Whenever users are successfully cloaked or users’ queries
are expired, these users will be deleted from the anonymizer.
Deleting users means removing the area belonging to MMBs
of these users from the overlapped area of MMBs of all users
in a sub-candidate user set. For example, in Fig. 7(a), assume
users u1, u2 are in a candidate user set S2,1, and u2, u3,
u4 (resp. u3, u4, u5) in a sub-candidate user set S2,2 (resp.
S2,3). When u1, u2 are successfully cloaked, or queries of u1

and u2 are expired, S2,1 will be deleted; u2 will be deleted
from S2,2 (i.e., the area belonging to the MMB of u2 will be
removed from the overlapped area of MMBs of u2, u3, u4).
So, S2,2 will be updated to the one including u3, u4, and the
overlapped area will be updated to the intersection region of
MMBs of u3,u4. Since the updated overlapped area covers
the overlapped area of MMBs of u3, u4, u5, thus the updated
S2,2 will be deleted, and only one sub-candidate user set S2,3

remains, as shown in Fig. 7(b).
The main idea of this step is shown in Algorithm 3. The first

for-loop iteration in Line 1 incurs O(No(Ωsub)) computation
cost. In Lines 3-6, the time complexity is O(No(Ωsub,ui )2),
where Ωsub,ui is the set of the sub-candidate user sets involv-
ing ui. Since No(Ωsub,ui) < No(Ωsub), the worst-case time
complexity of Algorithm 3 is O(N2

o (Ωsub)).

IV. DISCUSSIONS

A. Privacy Preservation

We first theoretically prove the privacy preservation pro-
vided in RobLoP, and we get the following results.

Theorem 5: RobLoP can protect users’ location privacy
against LDA over the entire paths of users.

Proof: The generated CR Ru1,ti+1 is proved to be a
safe CR in Theorem 4, when we consider any two successive
queries of the user u1 at time ti+1 and ti. Therefore, we only
need to prove CR Ru1,ti+1 is also a safe CR even when we
consider u1’s queries at time ti+1 and any a timestamp, e.g.,
ti−3.

Assume u1 issues LBS queries at time
t0, t1, . . . , ti, ti+1, . . . , tn. To be general, we consider two
queries of u1 at time ti+1 and ti−κ, κ ∈ (0, 1, 2, . . . , i− 1).

According to Theorem 4, the CRs generated in RobLoP
Ru1,t1 , Ru1,t2 , . . . , Ru1,tn are safe CRs when we consider u1’s
queries at time t0 and t1, t1 and t2, . . . , . . . , tn−1 and
tn separately. Thus according to the definition of safe CR
(cf. Definition 2), the following holds to meet MMB and MAB
constraints:
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ru1,ti + vu1(ti+1 − ti) ≥ ru1,ti+1+ | ou1,ti+1ou1,ti |
ru1,ti−1 + vu1(ti − ti−1) ≥ ru1,ti+ | ou1,tiou1,ti−1 |
...
ru1,ti−κ + vu1(ti−κ+1 − ti−κ)
≥ ru1,ti−κ+1+ | ou1,ti−κ+1ou1,ti−κ |

(9)

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ru1,ti+1 + vu1(ti+1 − ti) ≥ ru1,ti+ | ou1,ti+1ou1,ti |
ru1,ti + vu1(ti − ti−1) ≥ ru1,ti−1+ | ou1,tiou1,ti−1 |
...
ru1,ti−κ+1 + vu1(ti−κ+1 − ti−κ)
≥ ru1,ti−κ+ | ou1,ti−κ+1ou1,ti−κ |

(10)

Adding the (κ + 1) formulas in Formula (9) up, we have

ru1,ti−κ + vu1(ti+1 − ti−κ) ≥ ru1,ti+1+ | ou1,ti+1ou1,ti−κ |
(11)

Namely, the CR Ru1,ti+1 meets the MMB constraint when we
consider two queries at time ti+1 and ti−κ.

Similarly, adding the (κ + 1) formulas in Formula (10) up,
we can get

ru1,ti+1 + vu1(ti+1 − ti−κ) ≥ ru1,ti−κ+ | ou1,ti+1ou1,ti−κ |
(12)

Namely, the CR Ru1,ti+1 meets the MAB constraint when we
consider two queries at time ti+1 and ti−κ.

In summary, the CR Ru1,ti+1 is a safe CR even when we
consider any two queries at time ti+1 and ti−κ.

Therefore, Theorem 5 holds.

B. Time Complexity

This subsection investigates the computation overhead in
RobLoP. According to the detailed introduction of the pro-
posed algorithm, we get the following results:

Theorem 6: The time complexity in RobLoP is at most
O(N, N2

o (Ωsub)), where N is the number of users querying
LBS, and No(Ωsub) is the number of sub-candidate user sets.
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Proof: In the first step, as analyzed in Section III-A,
the time complexity of Algorithm 1 is O(N).

In second step, all querying users are contained in the
candidate user sets in the worst case, and thus the points
defined in Definition 4 corresponding to all these users are
selected. Therefore, the time complexity is O(N) in the worst
case.

As analysed above, the computation cost in generating
safe CR is O(No(Υ)). Then selecting one of the safe CRs
with maximum area as the final output. During this process,
the computation cost is O(No(Ω)). Since each Θ is mapped
to a strict point set, No(Υ) = No(Ω). Therefore, the time
complexity in the third step is O(No(Ω)).

As analyzed in Section III-D, the time complexity in the
last step is O(No(Ωsub)2).

As No(Ωsub) 	 N and No(Ω) 	 N , therefore the worst-
case time complexity in this work is O(N, N2

o (Ωsub)).
Overall, Theorem 6 holds.

C. Limitation of k-Anonymity Alternatives

Many alternatives for k-anonymity have been proposed,
e.g., approaches that employ geo-indistinguishability (includ-
ing mix zone [27], dummy [28], etc.), private information
retrieval protocols (PIR) [29], and differential privacy [30].
These techniques, however, may also suffer from the spatio-
temporal correlation attacks in the context of continuous LBS.

To be more concrete, mix zone is vulnerable to timing
attacks (i.e., temporal correlation attacks) [31] and transition
attacks (i.e., spatial correlation attacks) [32].

Dummy queries are also susceptible to spatio-temporal
correlation attacks in continuous LBS scenarios, as dummy
querying users cannot credibly imitate the mobility of living
people (i.e., the spatio-temporal correlation among locations),
which can be easily identified by attackers [33].

Differential privacy itself cannot be directly applied to
continuous LBS. The latest research [34] adapts differential
privacy to the LBS scenario, and takes temporal correlations
among locations into consideration. But the spatial correlation
among users’ locations are ignored, which can be used by
attackers to further disclose users’ location privacy.

PIR allows a user to retrieve information in private from
database, but it is not applicable to the continuous LBS
scenario where the server frequently searches for results in
cipher text space for the user, as the server can infer what
exact information this user has requested from the different
number of retrievals on data blocks [35].

retrieve information in private from database in the absence
that the server knows what exact information this user has
requested. But it suffers from heavy overhead and limited
operation in ciphertext space.

In summary, all these methods cannot completely protect
users’ location privacy when directly applied to continuous
LBS. Our work focuses on refining k-anonymity so that it
is applicable to continuous LBS, thereby protecting users’
location privacy against LDA.

V. PERFORMANCE EVALUATION

A. Experimental Setup

We evaluate the performance of RobLoP through exten-
sive experiments by leveraging synthetic, Athens trucks

dataset [36], the measured dataset, and real-world dataset,
loc-Gowalla [37]. The synthetic data traces are generated
by Thomas Brinkhoff Network-based Generator of Moving
Objects [38], which outputs the moving objects of the road
map in Oldenburg County. In Athens trucks dataset, 150, 000
trajectory segments (each with 500 location updates indicating
500 LBS queries) are randomly selected from the original
trajectories to represent 150, 000 users. We measure 6 move-
ment trajectories by Samsung Galaxy S5 equipped with a
2.5G Hz CPU, 2G RAM, and Android 4.4 OS, and randomly
select 36 trajectory segments (each with 15 location updates)
from the original trajectories to represent 36 users. Loc-
Gowalla dataset collects 6.4 million check-ins (i.e., locations)
from Feb. 2009 and Oct. 2010, consisting of 196, 591 nodes
(i.e., users).

In addition, we compare the performance of RobLoP to
other three algorithms: IClique [8], RobLoP∗. RobLoP∗ is a
simplified version of RobLoP without considering MMB and
MAB constraints (thus it is similar to the original k-anonymity
scheme). Note that RobLoP∗ cannot prevent a user’s privacy
against LDA; it is only used for comparisons when additional
constraints are taken into account. We do not compare our
work with other privacy preserving methods, such as mix
zone [39] and differential privacy [30], since they cannot
be directly used to protect users’ location privacy against
LDA.

All the experiments are implemented in C++ and con-
ducted on a desktop PC with an Intel Core i5 2.79G Hz
processor and 4G RAM. The queries containing locations and
privacy parameters are set as the input. The output are a series
of safe CRs or the notice that a certain query is expired.
When a user conducts the LBS query for the first time, his/her
MMB is considered to be infinite. The MMBs induced by his
follow-up queries are considered as the maximum movement
distance. The default parameters are set as follows: Amin is
randomly chosen from [0.005%, 0.01%], indicating the ratio
of the system area, dt = 0.1s, query interval is 60s, kuj is
randomly chosen from [2, 10], the number of users is 150, 000,
and the speed setting is medium.

We propose the following metrics to quantify the privacy
preservation, the quality of LBS (i.e., the data utility), and the
overhead.

• The average success rate sr, which is average percent-
age of users successfully cloaked. Here, we consider a
user, e.g., u1, is successfully cloaked when u1 is cloaked
in a CR including no less than (ku1 − 1) other users
and with a size larger than Au1,min, and is protected
against LDA simultaneously. sr quantifies the privacy
preservation.

• The cumulative distribution function (CDF) of the
area of the CRs Arcd, which quantifies the quality of
LBS and the data utility as the CRs (instead of the exact
locations) will result in inaccurate querying results from
the LBS sever.

• The average cloaking time tc, which is the average time
spent in identifying candidate user sets, searching for the
strict point sets, and generating the safe CR.

• The average processing time tp, which is the average
time spent in waiting for being cloaked after requesting
LBS. Both tc and tp quantify the overhead.
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Fig. 8. Impact of the number of users. The number of users N1 = 100000 and N2 = 200000. (a) Average success rate. (b) Average cloaking time.
(c) Average processing time. (d) CDF of the area of CRs.

Fig. 9. Impact of privacy parameter k. k1 and k2 indicate that k is set to be [2, 5] and [5, 10]. (a) Average success rate. (b) Average cloaking time.
(c) Average processing time. (d) CDF of the area of CRs.

B. Performance Varies With User Numbers

We first investigate the impact of the number of users. More
users, coupled with increasing tp, lead to more queries expired.
Therefore, sr in Fig. 8(a) decreases with increasing number
of users. It can be observed that RobLoP yields a higher sr

than IClique, and the superiority of RobLoP is even more
prominent as the number of users increases. The reason is that
IClique would cause “false-negative” cases, as we mentioned
in Section I-B.

Figs. 8(b) and 8(c) indicate that, tc and tp increase with
the number of users, because more users to be cloaked will
intuitionally increase tc and tp. Additionally, tc and tp in
RobLoP are obviously more robust to the number of users
than those in IClique, especially when the number of users is
more than 150, 000. The reasons are that (1) RobLoP desirably
excludes unqualified users and only deals with the rest little
amount of data, as we mentioned in Section I-C; (2) Sub-
candidate user sets are updated timely for subsequent queries
(cf. Step (d) in Section III-D). Furthermore, compared with
RobLoP∗, tc and tp in RobLoP are slightly larger than those
in RobLoP∗, implying a little sacrifice for protecting against
LDA in RobLoP.

Fig. 8(d) shows the CDF of the area of CRs. It can be
observed that the size of CRs decreases with the number of
users. That is because algorithms can cloak nearer neighbors
together when more users query LBS. In addition, the size
of CRs in both IClique and RobLoP is larger than that in
RobLoP∗, since IClique and RobLoP consider more con-
straints when cloaking users’s queries. Lastly, the size of CRs
in RobLoP is a bit larger than that in IClique, as RobLoP
outputs the CR with maximum area while IClique outputs
the CR with minimal area. In this sense, it is acceptable
since RobLoP provides privacy protection for more users
(cf. Fig. 8(a)).

C. Performance Varies With Privacy Parameters

Parameter k: In this part, our first interest is to check
whether the privacy parameter k has an effect on the

performance. So, in Fig. 9, we fix k at a range of 5 and
increase both the lower and upper bound. It can be observed
that sr of each algorithm slightly increases with k. The reason
is that both RobLoP and IClique have to perform more times to
generate safe CR for users’ queries when users issue smaller k.
Thus it takes more time, and more users’ queries are expired.
As a result, the success rate is deteriorated. So when all
users issue larger k, both algorithms will be more effective.
Furthermore, it is obvious that sr in IClique is less than that
in RobLoP, because in IClique more queries are expired, and
many requests supposed to be successfully cloaked fail to
be cloaked. Overall, compared with RobLoP∗, 2% and 15%
average success rates are sacrificed in RobLoP and IClique,
respectively, for preserving location privacy against LDA.

In Figs. 9(b) and 9(c), the overall trend in all cloaking
algorithms is that tc and tp increase with the increasing k, due
to a more constrained privacy requirement when k increases. In
addition, tc and tp in IClique are longer than those in RobLoP,
since IClique cannot exclude unqualified users, thus cannot
scale up to more constrained privacy requirements. Moreover,
both tc and tp in RobLoP are larger than those in RobLoP∗,
as RobLoP∗ does not consider the LDA.

Fig. 9(d) shows the CDF of CRs, and we can see the size
of CRs increases with users’ privacy requirements k, since
algorithms have to generate larger CRs so that more users are
contained in CRs.

Parameter Amin: In Fig. 10, we vary the privacy parameter
Amin and investigate the impact of Amin. First, in Fig. 10(a),
the success rate decreases with the increasing Amin. The
reason is that, on one hand, our algorithm has to cloak
farther users to generate a larger CR to meet the larger Amin,
which will incur more computation cost. As a result, more
users’ queries will be expired, and thus cannot be successfully
cloaked. On the other hand, a larger Amin will breach the
MMB/MAB constraints, results in that more users’ queries
cannot be successfully cloaked. As expected, in Fig. 10(c),
tp first changes slowly, and then rapidly increases, as more
constrained privacy requirement Amin increases the overhead.
In contrast, tc is not affected much by Amin. That is because
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Fig. 10. Impact of privacy parameter Amin. A1 and A2 indicate Amin is set to be [0.005%, 0.01%] and [0.02%, 0.04%]. (a) Average success rate.
(b) Average cloaking time. (c) Average processing time. (d) CDF of the area of CRs.

Fig. 11. Impact of tolerable cloaking delay dt. (a) Average success rate. (b) Average cloaking time. (c) Average processing time.

Fig. 12. Impact of moving speed. (a) Average success rate. (b) Average cloaking time. (c) Average processing time.

in RobLoP and in RobLoP∗, the last step is to select a
qualified safe CR as the final output according to Amin, and
the computation overhead in this paper is dominated by the
first and second steps, searching candidate user sets and strict
point sets. Similarly, the most expensive operations in IClique
do not involve Amin. At last, from Fig. 10 we can observe that
RobLoP can maintain desirable cloaking rate and overhead
while the size of CRs is sufficient to preserve users’ location
privacy.

Fig. 10(d) shows that the size of CRs increases with users’
requirements Amin. That is not surprising, as algorithms have
to generate larger CRs to meet larger Amin.

D. Performance Varies With Parameter dt

We finally study the effect of parameter dt on the perfor-
mance. In Fig. 11, we vary the tolerable cloaking delay from
0.05 seconds to 2 seconds. It can be observed in Fig. 11(a)
that sr in IClique is heavily affected, increasing from 0.70
to 0.785. In contrast, sr of RobLoP and RobLoP∗ are not
significantly affected. That is because, tc in IClique is longer
than that in RobLoP and RobLoP∗. Thus, when prolonging
the dt, more expired queries in IClique can be processed.
As shown in Fig. 11(b), RobLoP and RobLoP∗ perform much
better than IClique, as tc in RobLoP and RobLoP∗ slowly
increases with dt while tc in IClique rapidly increases. That
is not surprising, as more expired queries in IClique can be
cloaked when we prolong dt. As a result, tc in IClique rapidly
increases. Lastly, tp in each algorithm increases with dt, since
queries have more time to wait for being cloaked.

E. Performance Varies With User Movements

This part examines the impact of moving speed on location
privacy protection. A faster speed means a bigger size of
MMB, incurring more users in the MMB of one user, and
thus greater possibilities to be successfully cloaked. As such,
sr of RobLoP and IClique slowly increase with the increasing
speed. Since RobLoP∗ does not consider the MMB constraint,
sr of RobLoP∗ is not affected and fixes at around 0.99. Again,
in Figs. 12(b) and 12(c), tc and tp in RobLoP∗ are also not
affected, while those in RobLoP and IClique they are slightly
increasing, due to more users included in the MMB of the
users to be proceeded.

F. Real Dataset Results

1) Trucks Dataset Results: In Fig. 13, tc and tp in all
algorithms increase with privacy parameter k, which is similar
to that in Fig. 9, with RobLoP performing better than IClique
and RobLoP∗.

2) Measured Dataset Results: In Fig. 14, we can clearly
see that sr increases when increasing both the lower and
upper bound of k, which is similar to that in Fig. 13(a).
In addition, tc and tp increase with increasing the lower and
upper bound at the same time, which shares the same trend to
that in Figs. 13(b) and 13(c).

3) Loc-Gowalla Dataset Results: As shown in Fig. 15, sr,
tc, and tp in all algorithms increase with k. In addition, the size
of CRs increases with users’ privacy requirements k. That is
because algorithms have to generate larger CRs so that more
users are contained in CRs.
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Fig. 13. Trucks dataset results. (a) Average success rate. (b) Average cloaking time. (c) Average processing time.

Fig. 14. Measured dataset results. (a) Average success rate. (b) Average cloaking time. (c) Average processing time.

Fig. 15. Loc-Gowalla dataset results. (a) Average success rate. (b) Average cloaking time. (c) Average processing time. (d) CDF of the area of CRs.

G. Impact of MMB and MAB Estimation

In this part, we show some preliminary results on the
impact of MMB and MAB estimation when taking the con-
straint of road networks into consideration. We use the real-
word dataset, loc-Gowalla [37]. We compare RobLoP with
RobLoP+, which estimates user’s MMB and MAB as the
existing work [23], where user’s moving speed varies with
time and is determined by the traffic condition.

In addition, we define another kind of attacks, LDA+ that
accurately estimates MMB and MAB as RobLoP+ does.
Note that LDA (resp. RobLoP) and LDA+ (resp. RobLoP+)
only differ in the estimation of MMB and MAB. That is,
LDA (resp. RobLoP) does a coarse-grained estimation without
considering constraints of road network while LDA+ (resp.
RobLoP+) does a fine-grained estimation taking constraints
of road network into consideration.

Accordingly, we define attack success rate PAR (resp.
PA+R+ ), the average percentage of users cloaked by RobLoP
(resp. RobLoP+) and suffering from LDA (resp. LDA+).
Likewise, we define attack success rate PA+R (resp. PAR+ ),
the average percentage of users cloaked by RobLoP (resp.
RobLoP+) and suffering from LDA+ (resp. LDA).

Table I shows the attack success rates varying with k. It can
be observed that PAR, PAR+ , and PA+R+ equal to 0, and are
not affected by k. That is because, the attacker launching LDA
(resp. LDA+) estimates user’s MMB and MAB as RobLoP
(resp. RobLoP+) does, and thus they cannot filter out other
querying users cloaked with the user. As a result, the attacker
cannot disclosure the user’s location privacy, i.e., PAR = 0

TABLE I

ATTACK SUCCESS RATES VARYING WITH k

(resp. PA+R+ = 0). Likewise, RobLoP+ does a fine-grained
estimation of MMB and MAB while the attacker performs a
coarse-grained estimation (i.e., launch LDA), so the attacker
cannot distinguish the user from other querying users and
thereby PAR+ = 0. In addition, we can observe that PA+R

increases with k. The reason is that the attacker launching
LDA+ obtains more accurate estimation of MMB and MAB
than RobLoP, so they can filter out the users they are not
interested in. Furthermore, larger k results in larger CRs,
and thus the attacker can filter out more users they are not
interested in. So PA+R increases with k. For the same reason,
PAR, PAR+ , and PA+R+ are not affected by Amin, and PA+R

increases with Amin, as shown in Table II.
In summary, the information asymmetry between the

attacker and the defender (RobLoP) in terms of MMB and
MAB estimation can affect the performance. Existing work
studying users’ mobility in road network can be directly
applied to and combined with our work, to obtain a more
accurate estimation of the MMB and MAB.
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TABLE II

ATTACK SUCCESS RATES VARYING WITH Amin

VI. CONCLUSION

In this paper we have presented RobLoP, a robust algo-
rithm aiming at preserving location privacy against LDA in
continuous LBS queries. The key insight of RobLoP is to
consider both constraints of MMB and MAB simultaneously
in a uniform way. To the best of our knowledge, RobLoP is the
first work that can preserve privacy against LDA thoroughly
and closely in continuous LBS queries. Extensive experiments
via both synthetic data and real data have demonstrated the
effectiveness and efficiency of RobLoP.

Since k-anonymity based privacy preserving techniques
inherently rely on a larger number of users querying LBS,
how to make our algorithm more robust to the number of
users will be quite challenging and is left as our future
work. We are also interested in the privacy preservation
against spatio-temporal correlation attacks in continuous LBS,
combining other privacy preserving approaches (e.g., mix
zone [39] or dummy [28]) with k-anonymity.

APPENDIX

PROOF OF THEOREM 2

Proof: For the sake of explanation, we first present the
following definitions.

Definition 5: Given two users u1 and u2, the threshold of
T

u1,u2
(denoted by T

u1,u2 ,0) is the maximum value of T
u1,u2

which enables the CR to meet Theorem 1, where T
u1,u2

is the
distance between the centers of Ru1,ti and Ru2,ti

Definition 6: The diameter of the intersection region,
denoted by DIRu1,u2 , is the distance between the two points
where MMBu1 , MMBu2 and the line acrossing the centers of
Ru1,ti and Ru2,ti intersect.

As three situations exist for a specific user (cf. § II-D), there
are six cases for two users when pairwise coupling the privacy
preserving requirements of a bunch of users. Next, we explain
the proofs in six cases as follows.

1) Case 1: In Case 1, 2ru1,ti ≤ vu1Δtu1 and 2ru2,ti ≤
vu2Δtu2 (cf. Fig. 16(a)). Without loss of generality we assume
ru2,ti ≤ ru1,ti . Obviously, |ou1,tip| = vu1Δtu1+ru1,ti , |ap| =
|jc| = 2ru1,ti , and |aou2,ti | = ru2,ti + vu2Δtu2 . So, we can
get:

T
u1,u2 ,0 = |ou1,tiou2,ti | = |ou1,tip|+ (|aou2,ti | − |ap|)

= vu1Δtu1 − ru1,ti + ru2,ti + vu2Δtu2 (13)

Since vu2Δtu2 ≤ vu1Δtu1 , when MMBu2 and the center circle
O′

u1
intersect at point a, MMBu1 ∩O′

u2
�= , which enables the

CR to meet Formula (1) in Theorem 1. Thus Formula (5)
holds.

According to Definition 6,

DIRu1,u2 = |ap| = 2ru1,ti (14)

where DIRu1,u2 is the maximum diameter of the safe CR. So if
|u1,ti+1u2,ti+1| is longer than DIRu1,u2 , the CR determined
by locations of u1 and u2 must be exceeding the intersection
region, MMBu1∩ MMBu2 . Therefore Formula (6) holds.

In summary, in Case 1, Theorem 2 holds.
2) Case 2: In Case 2, vu1Δtu1 ≤ ru1,ti , vu2Δtu2 ≤ ru2,ti ,

as shown in Fig. 16(b). Assume ru2,ti ≤ ru1,ti . According to
Definition 5, the threshold of intersection degree Tu1,u2 ,0 in
this case is,

T
u1,u2 ,0 = |ou1,tiou2,ti | = |ou1,tid| − |ou2,tid|

= |ou1,tif | − |ou2,tid|
= (|ou1,ti l|+ |fl|)− (|ad| − |aou2,ti |)
= (|ou1,ti l|+ |fl|)− (|bf | − |aou2,ti |) (15)

where |ou1,ti l| = ru1,ti , |fl| = vu1Δtu1 , |bf | = 2ru1,ti , and
|aou2,ti | = ru2,ti + vu2Δtu2 . So,

Tu1,u2 ,0 = ru2,ti + vu2Δtu2 + vu1Δtu1 − ru1,ti (16)

According to the privacy requirement in Fig. 3(b), the two
center circles O′

u1
and O′

u2
, should be included in Ru1,u2,ti+1 .

Thus, Tu1,u2 should be smaller than Tu1,u2 ,0. Therefore,
Formula (5) holds.

Thus in this case

DIRu1,u2 = |ae| = |bf | = 2ru1,ti (17)

Since DIRu1,u2 is the maximum diameter of the safe CR,
Formula (6) holds.

In summary, in Case 2, Theorem 2 holds.
3) Case 3: As shown in Fig. 16(c), in Case 3 ru1,ti ≤

vu1Δtu1 ≤ 2ru1,ti , ru2,ti ≤ vu2Δtu2 ≤ 2ru2,ti . Assume
ru2,ti ≤ ru1,ti . DIRu1,u2 in this case is,

T
u1,u2 ,0 = |ou1,tie| − |ou2,tie| = |ou1,tie| − (|ae| − |ou2,tia|)

(18)

where, |ou1,tie| = ru1,ti + vu1Δtu1 , |ae| = 2ru1,ti , and
|ou2,tia| = ru2,ti + vu2Δtu2 . So,

T
u1,u2 ,0 = vu1Δtu1 + vu2Δtu2 − ru1,ti + ru2,ti (19)

According to the privacy requirement in Fig. 3(c),
Ru1,u2,ti+1 should not only be in both MMBu1 and MMBu2 ,
but also overlap the two center circles, O′

u1
and O′

u2
. Thus,

Tu1,u2 should be smaller than Tu1,u2 ,0. Therefore, Formula (5)
holds.

Thus in this case

DIRu1,u2 = |ae| = |lm| = 2ru1,ti (20)

So, |u1,ti+1u2,ti+1 | should be less than 2ru1,ti , and For-
mula (6) holds.

In summary, Theorem 2 holds in Case 3.
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Fig. 16. Illustrations of the six cases when considering the requirements of two users simultaneously. (a) Case 1. (b) Case 2. (c) Case 3. (d) Case 4.
(e) Case 5. (f) Case 6.

4) Case 4: Case 4 is shown in Fig. 16(d), where ru1,ti ≤
vu1Δtu1 ≤ 2ru1,ti , vu2Δtu2 ≤ ru2,ti . Assume ru1,ti ≤ ru2,ti ,
DIRu1,u2 in this case is,

T
u1,u2 ,0 = |ou1,tiou2,ti | = |ou1,tie| − |ou2,tie|

= |ou1,tie| − |ou2,tid|
= |ou1,tie| − (|dh| − |ou2,tih|) (21)

where |ou1,tie| = ru1,ti + vu1Δtu1 , |dh| = 2ru1,ti , and
|ou2,tih| = ru2,ti + vu2Δtu2 . So,

Tu1,u2 ,0 = (ru1,ti + vu1Δtu1)− (ru2,ti − vu2Δtu2) (22)

According to the privacy requirement in Fig. 3(b), the center
circle O′

u2
, should be included in Ru1,u2,ti+1 . While according

to the privacy requirement in Fig. 3(c), Ru1,u2,ti+1 should
overlap the center circle O′

u1
. Thus, Tu1,u2 should be smaller

than T
u1,u2 ,0. Therefore, Formula (5) holds.

Thus in this case

DIRu1,u2 = |ie| = |iou2,ti |+ (|dh| − |ou2,tih|)
= vu2Δtu2 + 3ru2,ti − ru2,ti − vu2Δtu2

= 2ru2,ti (23)

As DIRu1,u2 is the maximum diameter of the safe CR,
Formula (6) holds.

In summary, in Case 4, Theorem 2 holds.
5) Case 5: As shown in Fig. 16(e), in Case 5 ru1,ti ≤

vu1Δtu1 ≤ 2ru1,ti , 2ru2,ti ≤ vu2Δtu2 . Assume ru2,ti ≤
ru1,ti . According to the privacy requirement in Figs. 3(c)
and 3(a), Ru2,u2,ti+1 should overlap the center circles, O′

u1

and O′
u2

. Consequently, the threshold of intersection degree
in this case is,

T
u1,u2 ,0 = |ou1,tiou2,ti | = |ou1,tie| − (|ae| − |aou2,ti |) (24)

where |ou1,tie| = ru1,ti + vu1Δtu1 , |ae| = 2ru1,ti , and
|aou2,ti | = ru2,ti + vu2Δtu2 . So,

T
u1,u2 ,0 = (ru2,ti + vu2Δtu2) + (vu1Δtu1 − ru1,ti) (25)

Thus, Tu1,u2 should be smaller than T
u1,u2 ,0. Therefore,

Formula (5) holds.

In this case, we can get

DIRu1,u2 = |ae| = |kl| = 2ru1,ti (26)

DIRu1,u2 is the maximum diameter of the safe CR, thus
Formula (6) holds.

In summary, in Case 5, Theorem 2 holds.
6) Case 6: As shown in Fig. 16(f), vu1Δtu1 ≤ ru1,ti ,

2ru2,ti ≤ vu2Δtu2 . Assume ru2,ti ≤ ru1,ti . According to the
privacy requirement in Figs. 3(b) and 3(c), Ru2,u2,ti should
overlap the center circle O′

u2
, and include the center circle

O′
u1

. Consequently, DIRu1,u2 in this case is,

T
u1,u2 ,0 = |ou1,tiou2,ti | = |ou1,tie| − (|ad| − |dou2,ti |) (27)

where |ou1,tie| = ru1,ti , |ad| = |kc| = 2ru1,ti −vu1Δtu1 , and
|dou2,ti | = ru2,ti + vu2Δtu2 . So,

T
u1,u2 ,0 (28)

which enables the CR to meet Formula (1) in Theorem 1. Thus
Formula (5) holds.

Then we get the maximum diameter of the safe CR

DIRu1,u2 = |dh| = |ki| = 2ru1,ti (29)

Therefore, Formula (6) holds.
In summary, in Case 6, Theorem 2 holds.
All in all, Theorem 2 holds.
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